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ABSTRACT: 

 

Data sharing is the important functionality in cloud storage in this paper, we show how to 

securely, efficiently, and flexible share data with others in cloud storage we descrie public- 

key crypto system that produce contant-size cipher texts such that efficient aligation of 

decryption rights for any set of cipher texts is possible. One can aggregate any set of secret 

keys and make them use compact as a single key. 

 

In the existing system their described a new public key cryptosystems that produce constant 

size cipher texts such that efficient delegation of decryption rights for any set of cipher texts 

is possible. They discussed many things like how to securely, efficiently, and flexibly share 

data with others in cloud storage. 

 

I propose to examine their work and to address the following issues like 
 

INTRODUCTION 

Cloud computing is the use of 

computing resources (hardware and 

software) that are delivered as a service 

over a network (typically the Internet). The 

name comes from the common use of a 

cloud-shaped symbol as an abstraction for 

 

 
the complex infrastructure it contains in 

system diagrams. Cloud computing 

entrusts remote services with a user's data, 

software and computation. Cloud 

computing consists of hardware 

andsoftware resources made available on 

http://www.ijiemr.org/
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the Internet as managed third-party 

services. 

These services typically provide access to 

advanced software applications and high- 

end networks of server computers. 

 
 

Structure of cloud computing 
 

The goal of cloud computing is to apply 

traditional supercomputing, or high- 

performance computing power, normally 

used by military and research facilities, to 

perform tens of trillions of computations 

per second, in consumer-oriented 

applications such as financial portfolios, to 

deliver personalized information, to 

provide data storage or to power large, 

immersive computer games. 

The cloud computing uses networks of 

large groups of servers typically running 

low-cost consumer PC technology with 

specialized connections to spread data- 

processing chores across them. This 

shared IT infrastructure contains large 

pools of systems that are linked together. 

Often, virtualization techniques are used to 

maximize the power of cloud computing. 

Characteristics and Services Models: 

The salient characteristics of 

cloud computing based on the definitions 

provided by the National Institute of 

Standards and Terminology (NIST) are 

outlined below: 

 

• On-demand self-service: A 

consumer can unilaterally 

provision computing capabilities, 

such as server time and network 

storage, as needed automatically 

without requiring human 

interaction with each service’s 

provider. 

http://www.ijiemr.org/
http://www.webopedia.com/TERM/S/supercomputer.html
http://www.webopedia.com/TERM/H/High_Performance_Computing.html
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http://www.webopedia.com/TERM/N/network.html
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• Broad network access: 

Capabilities are available over the 

network and accessed through 

standard mechanisms that promote 

use by heterogeneous thin or thick 

client platforms (e.g., mobile 

phones, laptops, and PDAs). 

• Resource pooling: The provider’s 

computing resources are pooled to 

serve multiple consumers using a 

multi-tenant model, with different 

physical and virtual resources 

dynamically assigned and 

reassigned according to consumer 

demand. There is a sense of 

location-independence in that the 

customer generally has no control 

or knowledge over the exact 

location of the provided resources 

but may be able to specify location 

at a higher level of abstraction 

(e.g., country, state, or data center). 

Examples of resources include 

storage, processing, memory, 

• network bandwidth, and virtual 

machines. 

 
• Rapid elasticity: Capabilities can 

be rapidly and elastically 

provisioned, in some cases 

automatically, to quickly scale out 

and rapidly released to quickly 

scale in. To the consumer, the 

capabilities available for 

provisioning often appear to be 

unlimited and can be purchased in 

any quantity at any time. 

• Measured service: Cloud systems 

automatically control and optimize 

resource use by leveraging a 

metering capability at some level 

of abstraction appropriate to the 

type of service (e.g., storage, 

processing, bandwidth, and active 

user accounts). Resource usage can 

be managed, controlled, and 

reported providing transparency for 

both the provider and consumer of 

the utilized service. 

 
 

Characteristics of cloud computing 

http://www.ijiemr.org/
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LITERATURE SURVEY 

1) SPICE – Simple Privacy-Preserving 

Identity-Management for Cloud 

Environment 

AUTHORS:     S.S.M. Chow, Y.J. He, 

L.C.K. Hui, and S.-M. Yiu 

Identity security and privacy have been 

regarded as one of the top seven cloud 

security threats. There are a few identity 

management solutions proposed recently 

trying to tackle these problems. However, 

none of these can satisfy all desirable 

properties. In particular, unlinkability 

ensures that none of the cloud service 

providers (CSPs), even if they collude, can 

link the transactions of the same user. On 

the other hand, delegatable authentication 

is unique to the cloud platform, in which 

several CSPs may join together to provide 

a packaged service, with one of them being 

the source provider which interacts with 

the clients and performs authentication 

while the others will be transparent to the 

clients. Note that CSPs may have different 

authentication mechanisms that rely on 

different attributes. Moreover, each CSP is 

limited to see only the attributes that it 

concerns. 

This paper presents SPICE – the first 

digital identity management system that 

can satisfy these properties in addition to 

other desirable properties. The novelty of 

our scheme stems from combining and 

exploiting two group signatures so that we 

can randomize the signature to make the 

same signature look different for multiple 

uses of it and hide some parts of the 

messages which are not the concerns of the 

CSP. Our scheme is quite applicable to 

cloud systems due to its simplicity and 

efficiency. 

EXISTING SYSTEM: 

 
Considering data privacy, a traditional way 

to ensure it is to rely on the server to 

enforce the access control after 

authentication, which means any 

unexpected privilege escalation will 

expose all data. In a shared-tenancy cloud 

computing environment, things become 

even worse. 

Regarding availability of files, there are a 

series of cryptographic schemes which go 

as far as allowing a third-party auditor to 

check the availability of files on behalf of 

the data owner without leaking anything 

about the data, or without compromising 

the data owners anonymity. Likewise, 

cloud users probably will not hold the 

strong belief that the cloud server is doing 

a good job in terms of confidentiality. 

http://www.ijiemr.org/
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A cryptographic solution, with proven 

security relied on number-theoretic 

assumptions is more desirable, whenever 

the user is not perfectly happy with 

trusting the security of the VM or the 

honesty of the technical staff. 

DISADVANTAGES OF EXISTING 

SYSTEM: 

1. The costs and complexities involved 

generally increase with the number of the 

decryption keys to be shared. 

2. The encryption key and decryption 

key are different in publickey encryption. 

PROPOSED SYSTEM: 

 
In this paper, we study how to make a 

decryption key more powerful in the sense 

that it allows decryption of multiple 

ciphertexts, without increasing its size. 

Specifically, our problem statement is “To 

design an efficient public-key encryption 

scheme which supports flexible delegation 

in the sense that any subset of the 

ciphertexts (produced by the encryption 

scheme) is decry ptable by a constant-size 

decryption key (generated by the owner of 

the master-secret key).” We solve this 

problem by introducing a special type of 

public-key encryption which we call key- 

aggregate cryptosystem (KAC). In KAC, 

users encrypt a message not only under a 

public-key, but also under an identifier of 

ciphertext called class. That means the 

ciphertexts are further categorized into 

different classes. The key owner holds a 

master-secret called master-secret key, 

which can be used to extract secret keys 

for different classes. More importantly, the 

extracted key have can be an aggregate 

key which is as compact as a secret key for 

a single class, but aggregates the power of 

many such keys, i.e., the decryption power 

for any subset of ciphertext classes. 

ADVANTAGES OF PROPOSED 

SYSTEM: 

1. The extracted key have can be an 

aggregate key which is as compact 

as a secret key for a single class. 

2. The delegation of decryption can 

be efficiently implemented with the 

aggregate key. 

CONCLUSION 

 
How to protect users’ data privacy is a 

central question of cloud storage. With 

more mathematical tools, cryptographic 

schemes are getting more versatile and 

often involve multiple keys for a single 

http://www.ijiemr.org/
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application. In this paper, we consider how 

to “compress” secret keys in public-key 

cryptosystems which support delegation of 

secret keys for different ciphertext classes 

in cloud storage. No matter which one 

among the power set of classes, the 

delegatee can always get an aggregate key 

of constant size. Our approach is more 

flexible than hierarchical key assignment 

which can only save spaces if all key- 

holders share a similar set of privileges. 

A limitation in our work is the predefined 

bound of the number of maximum 

ciphertext classes. In cloud storage, the 

number of ciphertexts usually grows 

rapidly. So we have to reserve enough 

ciphertext classes for the future extension. 

Otherwise, we need to expand the public- 

key. 

Although the parameter can be 

downloaded with ciphertexts, it would be 

better if its size is independent of the 

maximum number of ciphertext classes. 

On the other hand, when one carries the 

delegated keys around in a mobile device 

without using special trusted hardware, the 

key is prompt to leakage, designing a 

leakage-resilient cryptosystem yet allows 

efficient and flexible key delegation is also 

an interesting direction. 
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