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Abstract: The rapid change in wireless content access development implies the need for content 

placement and scheduling at wireless base stations. Elastic traffic is not sensitive to delay. 

Figuratively speaking, data can be separated within the time. By using TCP protocol we can able 

to share data like traffic associated with this application. We study a system under which users 

are divided into clusters based on their channel conditions, and their requests are represented by 

different queues at logical front ends. Requests might be elastic or inelastic. This in turn implies 

that future sensor networks will have to cater for a mix of elastic and inelastic traffic. In Wireless 

sensor networks control protocols are designed in elastic traffic with respective to the current 

state. A new developed theory of utility proportional rate control for both wired and wireless 

network we can applicable, we represent a mathematical theoretical framework that gives us 

fixable elegant queue backpressure-based algorithms. This allows us to design the first ever rate 

control protocol that can adequate handle a mix of elastic and inelastic traffic in a wireless sensor 

network.We design a provably optimal policies that stabilize the request queues and reduce 

average deficit to zero hence ensuring that the quality-of-service (QoS) target is met at small 

cost. We illustrate our approach through simulations. 

Keywords: Content Distribution Network (CDN), Delay-Sensitive Traffic, Prediction, Quality 

of Service (QoS), Queueing. 
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1. INTRODUCTION 

 

In the recent times, there has been a 

considerable rise of smart portable wireless 

devices as a means of content expenditure. It 

is likely to benefit from inherent broadcast 

nature of wireless medium to convince 

numerous users at the same time. Caching as 

well as content scheduling problems were 

earlier considered for online Web caching 

and for systems of distributed storage [1]. 

Load balancing as well as placement with 

linear communication costs were examined 

and their aim is to use methods of 

distributed and centralized integer 

programming to reduce the costs. In our 

work we does not consider for network 

capacity constraints, delay-sensitive traffic, 

or else wireless aspects. The techniques that 

we will make use of are on the basis of 

scheduling schemes but these do not 

suppose content distribution by its attendant 

question of content placement. In our work 

we are involved in solving joint content 

placement as well as scheduling problem for 

elastic and inelastic traffic within wireless 

networks. Moreover the value of predicting 

demand for several types of content was 

determined and the impact it has on got on 

designing of caching algorithms [2][3]. Here 

we build up algorithms in support of content 

distribution by means of elastic and inelastic 

requests. We make use of a request queue to 

completely determine recognition of elastic 

content. Deficit queue find out the required 

service for inelastic requests. 

2. DISTRIBUTION OF CONTENT IN 

WIRELESS SYSTEMS 

While there has been important work on 

algorithms of content caching, there is much 

less on interaction of caching as well as 

networks. Users can build two kinds of 

requests, that is: elastic requests that contain 

no delay constraints, and inelastic requests 

that contain an inflexible delay constraint. In 

a request queue, elastic queries are stored at 

each front end, by a request engaging a 

particular queue and its objective is to 

balance the queue, in an attempt to enclose 

finite delays. Intended for inelastic requests, 

we adopt a model in which users request 

content chunks that include a strict deadline, 

and request is dropped if deadline cannot be 
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met. The proposal here is to fulfil a 

convinced target delivery ratio. Each time 

when an inelastic request is dropped, 

restructuring of a deficit by a quantity that is 

proportional to delivery ratio. Converting 

caching and load balancing difficulty into 

one of queuing and scheduling is thus 

interesting. We consider a system in which 

both inelastic as well as elastic requests 

cooccur. Our purpose was to improve 

system regarding finite queue lengths in 

support of elastic traffic and zero average 

deficit value in favour of inelastic traffic. A 

natural location towards placing caches 

intended for a content distribution network 

would be at wireless gateway, which may 

possibly be a cellular base station by which 

users get hold of network access. 

A notion of Wireless content distribution 

was shown in fig1 in which there are 

numerous cellular base stations each of 

which encompass a cache for storing of 

content. The cache content might be 

regularly refreshed all the way through 

accessing a media vault. Users were divided 

into several clusters, and users in each 

cluster are geographically in close proximity 

such that they contain statistically 

comparable channel conditions and are 

capable to access similar base stations [4]. 

Numerous clusters may possibly be present 

in the similar cell based on difference of 

their channel conditions to various base 

stations. The requests that are made by each 

group are collected at a logical entity termed 

as front end that is associated with that 

cluster. The front end might be running on 

any of the devices within cluster or at base 

station, and its function is to continue path 

of requests that are connected with users of 

that group. The restrictions that have an 

effect on system operation are wireless 

network among caches to users containing 

fixed capacity; each cache hosting only a 

fixed amount of content; refreshing content 

in caches from media vault incurring a cost 

[5]. The base stations make use of numerous 

access schemes and consequently each base 

station can maintain multiple instantaneous 

unicast transmissions, in addition to a single 

broadcast transmission. It is moreover likely 

to learn other scenarios by means of our 

framework. 

http://www.ijiemr.org/


www.ijiemr.org Volume number:01, Issue number:02 Page 50 

 

 

 

III. MANAGING OFCONTENT 

DISTRIBUTION BY ELASTIC AND 

INELASTIC REQUESTS: 

Generally there are two types of users such 

as inelastic and elastic on the basis of 

requests that they build. The methods that 

we will make use of are on the basis of 

scheduling schemes but these do not 

suppose content distribution by its attendant 

question of content placement. Requests that 

are made by inelastic users have to be 

fulfilled within frame in which they were 

made. Elastic users do not contain 

permanent deadline, and these users appear, 

make a request, are served, and leave. 

Content is usually partitioned into two 

disjoint sets of inelastic as well as elastic 

content. The proposal is that an inelastic 

request has to moreover be satisfied by end 

of frame. Inelastic requests are provided by 

means of broadcast transmissions. To make 

available sufficient service towards each 

user, we need to come to a decision on a 

least amount delivery ratio for inelastic 

users. In unicast elastic situation we assume 

there are just requests for elastic content 

which are served by means of unicast 

communications. Transmissions in the 

 

 
system are assumed to be among base 

stations as well as frontends, rather than to 

actual users making the requests. Capacity 

region is the set of all possible requests. In 

this model, front ends have independent as 

well as separate channels towards caches. 

These diverge from earlier studied wired 

caching systems since wireless channels are 

not forever ON. 

Hence placement and scheduling have to be 

accurately coordinated consistent with 

channel states. In joint scenario of elastic- 

inelastic we study case where elastic as well 

as inelastic requests co-occur within the 

system. Elastic requests are believed to be 

provided through unicast communications 

among the caches and front ends, whereas 

base stations broadcast inelastic contents in 

the direction of inelastic users. Servers were 

assumed to employ OFDMA technique to 

convey above their single broadcast as well 

as numerous unicast channels. Even though 

this traffic do not share access medium, the 

entire content have to share common space 

in caches. Thus, we necessitate an algorithm 

that mutually solves elastic as well as 

inelastic scheduling problems. In inelastic 
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caching with content expiry an inelastic 

caching difficulty where contents expire 

after some time was considered [6]. This 

novel representation is well-suited with 

instantaneous streaming of live events; we 

consider inelastic traffic and suppose that 

lifetime of an inelastic content is equivalent 

to length of a frame consequently; we can 

cache a content just for duration of a frame 

following which the content will not be 

functional any more. 

 

 
IV. CONCLUSION 

Normally there are two types of users such 

as inelastic and elastic on the basis of 

requests that they build. Elastic requests that 

contain no delay constraints, and inelastic 

requests that contain an inflexible delay 

constraint. We are concerned in solving joint 

content placement as well as scheduling 

problem in our work for elastic and inelastic 

traffic within wireless networks. In our work 

we build up algorithms in support of content 

distribution by means of elastic and inelastic 

requests. We suppose a system in which 

both inelastic as well as elastic requests 

cooccur. Our rationale was to get better 

system regarding finite queue lengths in 

support of elastic traffic and zero average 

deficit value in favour of inelastic traffic. 

The techniques that we will exploit are on 

the basis of scheduling schemes but these do 

not suppose content distribution by its 

attendant question of content placement. In 

the situation of unicast elastic we assume 

there are just requests for elastic content 

which are served by means of unicast 

communications. In joint situation of elastic 

inelastic we study case where elastic as well 

as inelastic requests co-occur within the 

system. In inelastic caching by means of 

content expiry an inelastic caching difficulty 

where contents expire after some time was 

considered. This new illustration is well 

suited with instantaneous streaming of live 
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events; we consider inelastic traffic and 

suppose that lifetime of an inelastic content 

is equivalent to length of a frame. 

V. REFERENCES 

 
[1] A. Stolyar, “Maximizing queueing 

network utility subject to stability: Greedy 

primal-dual algorithm,” Queueing Syst. 

Theory Appl., vol. 50, no. 4, pp. 401– 457, 

2005. 

[2] A. Eryilmaz and R. Srikant, “Joint 

congestion control, routing, and MAC for 

stability and fairness in wireless networks,” 

IEEE J. Sel. Areas Commun., vol. 24, no. 8, 

pp. 1514–1524, Aug. 2006. 

[3] J. Jaramillo and R. Srikant, “Optimal 

scheduling for fair resource allocation in ad 

hoc networks with elastic and inelastic 

traffic,” in Proc.IEEE INFOCOM, San 

Diego, CA, USA, Mar. 2010, pp. 1–9. 

[4] K. Psounis and B. Prabhakar, “Efficient 

randomized Web-cache replacement 

schemes using samples from past eviction 

times,” IEEE/ACM Trans. Netw., vol. 10, 

no. 4, pp. 441–455, Aug. 2002. 

[5] N. Laoutaris, O.T. Orestis, 

V.Zissimopoulos, and I. Stavrakakis, 

“Distributed selfish replication,” IEEE 

Trans. Parallel Distrib. Syst., vol. 17, no. 12, 

pp. 1401–1413, Dec. 2006. 

[6] S. Borst, V. Gupta, and A. Walid, 

“Distributed caching algorithms for content 

distribution networks,” in Proc. IEEE 

INFOCOM, San Diego, CA, USA, Mar. 

2010, pp. 1–9. 

AUTHOR 1 :- 

* R.Jyothsna completed her B tech in 

Ramappa Engineering College in 2013 and 

pursuing M-Tech in Vaagdevi Engineering 

College 

AUTHOR 2:- 

**Ch.Ravinder is working as Assistant 

Professor in Dept of CSE, Vaagdevi College 

of Engineering 

http://www.ijiemr.org/

